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## And This Is What I Do for a Living
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- Variables should be set to true $(=1)$ or false $(=0)$
- Constraint $(x \vee \bar{y} \vee z)$ : means $x$ or $z$ should be true or $y$ false
- $\wedge$ means all constraints should hold simultaneously

Is there a truth value assignment satisfying all constraints?
Can computers solve this satisfiability (SAT) problem efficiently?

- Mentioned already in Gödel's famous letter in 1956 to von Neumann (the "father of computer science")
- Intense research in theoretical computer science ever since early 1970s
- Now one of Millennium Prize Problems in mathematics


## ... with Huge Practical Implications

- Many problems can be encoded as logic formulas, e.g.:
- hardware verification
- software testing
- artificial intelligence
- cryptography
- bioinformatics
- et cetera...
- Leads to humongous formulas (100,000s or $1,000,000$ s of variables)
- Dramatic progress last 15-20 years on so-called SAT solvers Today routinely used to solve large-scale real-world problems
- But. . . There are also small formulas (just $\sim 100$ variables) that are completely beyond reach of even the very best SAT solvers
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- Let computer check all possible assignments! Isn't this exactly the kind of monotone routine work at which computers excel?
- But how many cases to check?
- Suppose formula has $n$ variables
- Each variable can be true or false, so all in all get $2^{n}$ different cases
- If formula contains, say, one million variables, we get $2^{1,000,000}$ cases (a number with more than 300,000 digits)

To understand how large this number is, consider that even if every atom in the known universe was a modern supercomputer running at full speed ever since the beginning of time some 13.7 billion years ago, all of them together would only have covered a completely negligible fraction of these cases by now. So we really would not have time to wait for them to finish...
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But want to learn from conflict and cut away as much of search space as possible
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Could backtrack by flipping last decision
But want to learn from conflict and cut away as much of search space as possible

Case analysis over $z$ for last two clauses:

- $x \vee \bar{y} \vee z$ wants $z=1$
- $\bar{y} \vee \bar{z}$ wants $z=0$
- Merge \& remove $z$ - must satisfy $x \vee \bar{y}$

Repeat until only 1 variable after last decision

- learn that clause and backjump
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## State-of-the-Art SAT Solving in One Slide

## repeat

if current assignment falsifies clause
if no decisions made
terminate with output UNSATISFIABLE apply learning scheme to add new clause \& backjump
else if all variables assigned
terminate with output SATISFIABLE
else if exists unit clause $C$ propagating $x$ to value $b \in\{0,1\}$ add propagated assignment $x \stackrel{C}{=} b$
else if time to restart
undo all variable assignments else
if time for clause database reduction
erase (roughly) half of learned clauses in memory
use decision scheme to add assignment $x \stackrel{\text { d }}{=} b$
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## Resolution proof system

- Start with clauses of formula
- Derive new clauses by resolution rule

$$
\frac{C \vee x \quad D \vee \bar{x}}{C \vee D}
$$

- Done when contradiction $\perp$ in form of empty clause derived

When run on unsatisfiable formula, CDCL generates resolution proof* So lower bounds on proof size $\Rightarrow$ lower bounds on running time
${ }^{(*)}$ Ignores preprocessing, but we don't have time to go into this
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## Directions for future work

- Develop better understanding of state-of-the-art solvers
- Improve heuristics (maybe thanks to better understanding)
- Explore stronger reasoning methods (potential exponential speed-up)
- Algebra: Gröbner basis computations
- Geometry: Integer linear programming

> Thank you for your attention!
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